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computes frontiers in two steps

distributed component exchanges pointstamp changes
approximate, conservative view of all pointstamps1

worker-local component propagates changes on 
the dataflow graph

update frontiers at operator input ports

2
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Addresses both problems:

1. Split global  into worker-local capabilities 𝗋𝖾𝖼
2. Allow creation of pointstamps based on capabilities

We verify the same safety property as Abadi et al.

If any worker’s  becomes vacant up to some pointstamp, then that pointstamp and 
any lesser ones do not exist in the system, i.e., are not present in  (and will remain so).

𝗀𝗅𝗈𝖻
𝗋𝖾𝖼
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If all worklists neither contain timestamp  (adjusted by summaries) nor smaller timestamps, 
then all locations know whether they may encounter  (adjusted by summaries) in the future. 

t
t

Safety property: frontier of a.1 is (0) frontier of b.2 is (0)

frontier of b.3 is (0)

frontier of c.1 is (0)frontier of c.2 is (1)

frontier of b.1 is (1)
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( )*|

Every initialized worker  has some evidence for the existence of a timestamp  
at location  at any worker  in 's frontier at all locations  reachable from .

w t
l w′￼ w l′￼ l

Not what Timely Dataflow does. Rather:


Termination of propagation not verified
Combined safety property:

( )*|* !
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